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1 Motivation

As robotic systems crawl from industry to service applications, it is essential for ensuring safe behavior
against unexpected inputs [1]. Verification, validation, and testing activities are commonly conducted
during the development cycle to both reveal faults before deployment and study failures reported during
execution. Yet, assurance techniques undertaken in the development cycle are limited to simulated
environments, opening a gap between design-time guarantees and runtime stimuli. Failures stemming
from runtime cannot be fully prevented, posing a challenge to roboticists designing for highly complex
and dynamic environments.

Techniques fostering the collection of runtime data and treatment of unexpected scenarios play an
essential role in enabling autonomous behavior despite the intricacies of the environment. For instance,
the Robotic Operating System (ROS) is a middleware that naturally emerged from this need. ROS en-
ables seamless dynamic interactions between independent computing nodes in a peer-to-peer design.
Such middleware facilitates the development of modular robotic software with guarantees of compliance
with ever-changing environments. Moreover, building confidence in ROS applications is hard, for the
interactions between computing nodes are enacted (and often re-enacted) only at production.

Field-based testing is known for coping with the complexity, unpredictability, evolvability and size of
modern software [2]. In addition, other sixty (60) tools for runtime verification present a wide plethora
of opportunities for assuring dynamic behavior in ROS-based applications [3]. However, such tech-
niques and works are not tailored to ROS-based applications, questioning whether and why there is no
complete solution to ensure ROS programs [4].

Therefore, we are keen to build upon these works and provide an up-to-date review of the literature
on the characteristics and usage of field-testing and runtime monitoring tailored for ROS-based appli-
cations. Such a review will provide researchers with the state of the art overview and has the potential
to identify open challenges. To that end, we will perform a systematic literature review study. This
document describes the protocol for this study.

2 Research Method- Systematic Literature Review

We will conduct a systematic literature review study on the published knowledge in the runtime verifica-
tion and validation of ros-based applications. Our systematic literature review consists of a process with
four steps as shown in Figure 1: Research Questions Definition, Conduct Search, Screening of Papers,
and Data Extraction and Synthesis.
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Figure 1: Four steps of the literature review.
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In the remainder of this document we elaborate on each of these steps and explain how the study is
organized accordingly. With this document in hands, the reader should be able to execute or replicate
the literature review.

3 Research Questions Definition

The research questions drive the literature review and all the following steps are based on them. The
process of eliciting and specifying the research questions involves all researchers that participate in
the literature review. We define the overall goal of the literature review using the Goal-Question-Metric
(GQM) approach [5], see Table 1.

Table 1: Goal-based research questions.
Goal
Purpose Characterize
Issue runtime monitoring (RM) and field-testing (FT) for
Object building confidence on ROS-based applications
Viewpoint from researchers perspective.

RQ1 Whether and how runtime monitoring or field-testing been used to build confidence in
ROS-based applications?

RQ2 What quality criteria are considered when using the aforementioned techniques?

RQ3 What are the assumptions about the system for applying RM or FT?

RQ4 Why are runtime monitoring or field-testing used for building confidence about
ROS-based applications?

RQ5 Which other techniques are used to build confidence on ROS-based applications
at runtime?

With RQ1 we aim to create an overview of runtime monitoring and field-testing for gaining confidence
about ROS-based applications. Using general knowledge on runtime verification [3] and field-testing [2],
we will extract particular information about how the technique is used, possibly highlighting gaps from
the state-of-the-art and the state-of-practice within ROS domain.

With RQ2 we deepen into the quality criteria that are targeted by runtime monitoring and field-
testing. Different quality models may be more or less suitable to different variants of the aforementioned
techniques. This analysis may help to understand how different variants of RM and FT may benefit
ROS-developers targeting specific quality criteria.

With RQ3 we aim to get an understanding of what kind of systems are enabled by each technique.
Also, we aim to extract whether the runtime monitoring or field-testing are domain dependent.

With RQ4 we are keen to characterize the scientific/practical context, motivatives, and rationale that
lead researchers into proposing and using runtime monitoring and field-testing.

Finally, with RQ5 we aim to look at runtime monitoring and field-testing among other techniques that
can be used for gaining confidence on ROS-based applications at runtime. Our interests are to analyse
what is particular to the techniques in question (RM and FT) and what is generalizeable. This question
helps in delimiting the boundaries of runtime monitoring and testing in ROS-based applications.

4 Conduct Search

We use automatic search-engines for collecting an initial set of papers, i.e., IEEEXplore, ACM Digital
Library, and Scopus.

Search String = ( ros OR ”robotic operating system” ) AND ( ”runtime verification” OR ”runtime
assurance” OR ”online assurance” OR ”online verification” OR ”runtime monitoring” OR ”runtime testing”
OR ”online testing” OR ”on-line testing” OR ”field-based testing” OR ”field testing” OR ”in-vivo testing” )

The set of all publications are returned applying the search string in the aforementioned search
engines is 75 papers.
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5 Screening Papers

Screening papers consists of passing the complete set of potentially useful papers through a filter. The
outcome is the set of relevant papers. Thus, in this section we define the filter, by means of inclusion
and exclusion criteria, and then the procedure to be followed when discarding papers.

Table 2: Inclusion Criterion (IC) and Exclusion Criterion (EC)
ID Description Reasoning

IC1 ROS-based application. Including ROS1 and ROS2. Robotic Operating System (ROS)
is a must.

IC2
Explicit description (or reference to peer-reviwed venue)
of the verification, validation, or testing technique.

Papers that do not explicitely desc-
ribe the employed technique may
lead to ambiguous interpretation.

EC1
Tutorial, artifact, short paper (less than 5pgs), keynote,
secondary studies, roadmaps, duplicated study1

Such papers do not provide enough
contextual information.

EC2
Verification, validation, or testing techniques that
do not make use of the ROS Ecosystem2

Papers targeting V&V of non-ROS
applications should be excluded.

EC3
Verification, validation, or testing techniques that
do not address solely hardware properties

Papers targeting V&V of hardware
should be excluded.

The individual work of screening consists of checking if the paper is in compliance with the criteria
presented in Table 2. This is done by parsing the paper in search for ROS or ”robotic operating system”,
which is usually spotted in the abstract and introduction. Then, looking for verification, validation, and
testing techniques names (e.g., runtime monitoring, testing, theorem proving, model checking). Once a
technique is found, the surrounding text is read to confirm if there is an explicit description of how it is
used–or reference. Finally, scanning whether the used technique uses the ROS ecosystem.

The papers containing all the inclusion criteria and none of the exclusion criteria are deemed relevant
for data extraction.

6 Data Extraction and Synthesis

Finally, the data is extracted from the set of relevant papers and synthesized in a spreadsheet. However,
this process demands a scheme containing the precise information that is useful for answering the
research questions. Laying on knowledge from papers that inspired this work [3, 2, 6] we elicit and
specify the data items to be extracted. Then, we provide clear-cut definitions and examples for each
data item. See Table 3.

(F1-F3) Metadata. Data about the papers collected. For documentation.
(F4) Runtime Monitoring (RM) or Field-Testing (FT)? Whether the authors from the paper use

RM or FT, or none.
(F5) Adherence to Taxonomy In case it is classified as Runtime Monitoring, this item asks for a

deeper analysis of the technique in terms of Specifications, Traces, Interference, Reaction, Monitor,
Deployment [3]. In case it is classified as Testing, this item asks for a deeper analysis of the technique
in terms of In-House/Field-based, Environment (Development/Production), Moment (Ex-vivo, Offline or
Online) [2].

(F6) Process View When explicitely described, collect the step-by-step in list format to reproduce
the technique.

(F7) Quality type Defines what quality criteria is analysed. E.g. Safety, Reliability, Performance,
Security.

(F8) Quality definition. Defines the quality criteria. Usually presented in natural language descrip-
tion but can also be found as mathematical model.

(F9) Use Case Typically used by researchers for demonstrating the effectiveness and efficacy of the
approach. It can also be the subject of design in cased of a design paper.

(F10) System Category. Service or Autonomous Systems. Sub-catergories of both domains are
also helpful. E.g., Autonomous Underwater Vehicle (AUG), Autonomous Driving Vehicle (ADV).
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Table 3: Data items to collect.
ID Field Use

F1 Author(s) Documentation
F2 Publication Year Documentation
F3 Title Documentation

F4 Runtime Monitoring or Field-Testing? RQ1
F5 Taxonomy RQ1
F6 Process View RQ1

F7 Quality type RQ2
F8 Quality definition RQ2

F9 Use Case RQ3
F10 System Category RQ3
F11 Application Domain RQ3
F12 Link to Repository RQ3

F13 Context RQ4
F14 Motivation RQ4
F15 Rationale RQ4

F16 Technique name RQ5
F17 Technique type RQ5
F18 Dynamicity RQ5
F19 Offline/Online RQ5

(F11) Application Domain. Use case domain. E.g. Robotics, Self-Driving Vehicles, Internet
of Things, Healthcare, Transportation, Mobile Communication, Finance, Business Analytics & eCom-
merce, Decision Support Systems, Forestry Farming & Urban Informatics, Manufacturing and Process
Control, Logistics and Maintenance, Public Safety.

(F12) Link to Repository When the use case or proposed tool, technique, or method is implemented
and open source, provide a link to the repository.

(F13) Context A description of the context surrounding the proposed/used technique.
(F14) Motivation A description of the motivation used by the authors to apply this technique.
(F15) Rationale A description of the rationale used by the authors to contrast the technique to

others.
(F16) Technique name The name used by the authors to define the proposed or used technique.
(F17) Technique type In which of the common categories do the technique best fits. E.g., Runtime

Verification (aka Runtime Monitoring) [3], Testing [2], Model Checking [7], Theorem Proving, Program
Analysis [8], or Simulation.

(F18) Dynamicity Verification, validation and testing techniques might need to execute the system
under scrutiny. Techniques that a require running version of the system (or sub-system) are categorized
as dynamic, otherwise, they are categorized as static.

(F19) Offline/Online Techniques using the production version of the system under scrutinity during
execution are said to be online. Otherwise, they are offline [2, 3].

Data extraction and synthesis is done by manual parsing, identification, classification among the data
items defined in the classification scheme. Ultimately we fill a spreadsheet that are available online 3.
By the end of this step, the researchers shall be able to answer all the research questions and provide
insights delimiting the baseline for further research.

7 Quality Assurance

To ensure the quality of the research, we follow the checklist:

• Protocol validation.
3https://ros-rvft.github.io/replication package extras/literature review.xlsx
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• Validation measures in conducted processes.

• All the data is publicly available.

The protocol validation consists of internal validation by peer-reviewing with knowledgeable re-
searchers with different expertise. By internal validation we mean the researchers that helped to con-
ceive the idea of the ongoing study.

As validation measures we include internal validation for the inclusion/exclusion of the papers, the
extracted data, and the reported results.

All the data and text will be made available in the format of a replication package.
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